The role of localization in glasses and supercooled liquids
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Localized excitations (tunneling modes, soft harmonic vibrations) are believed to play a dominant role in the thermodynamics and transport properties of glasses at low temperature. Using instantaneous normal-mode (INM) analysis, we explore the role that such localization plays in determining the behavior of such systems in the vicinity of the glass transition. Building on our previous study [Phys. Rev. Lett. 74, 936 (1995)] we present evidence that the glass transition in two simple model systems is associated with a transition temperature below which all unstable INM’s become localized. This localization transition is a possible mechanism for the change in diffusion mechanism from continuous flow to localized hopping that is believed to occur in fragile glass formers at a temperature just above \( T_g \).

The paper is organized as follows: In Sec. II, we briefly review the properties of glasses, with particular attention to the low-temperature anomalies and to the behavior near the glass transition. An introduction to instantaneous normal modes is given in Sec. III. Results for two model systems interacting with an inverse-sixth power repulsion and the Lennard-Jones potential are presented in Sec. IV and V, respectively. In Sec. VI, we conclude.

II. BACKGROUND

At very low temperatures, glasses and amorphous solids exhibit a variety of behaviors that can be said to be anomalous. For example, the heat capacity of an amorphous material below about 1 K is much greater than the corresponding crystal and has a nearly linear temperature dependence, in contrast to the well-known \( T^3 \) dependence predicted by the Debye model for crystals. Also the thermal conductivity is quadratic in \( T \) (as opposed to \( T^3 \) for crystals) at very low temperatures. This anomalous behavior can be well explained by assuming that the excitations that dominate the density of states at low frequency are localized two-level states (tunneling modes). At higher temperatures (between 1 and 20 K), this two-level state (TLS) model breaks down, failing to explain the observed plateau region of the thermal conductivity in amorphous systems at about 10 K as well as pronounced nonlinearities in the heat capacity above 1 K. Experiments and computer simulations show that, in this region, low-frequency localized harmonic modes become important.

There is some indication that the localized vibrational modes and the TLS have a common structural origin and are associated with “defects” in the glass. A theory exploiting this connection has been proposed by Karpov et al., in which the localized tunneling states and quasilocalized (resonant) low-frequency harmonic vibrational modes are described by soft anharmonic (quartic) potentials for some effective reaction coordinate. A fit using this model to experimental results on a variety of glasses yields values between 20 and 70 for the number of atoms participating in a typical

I. INTRODUCTION

Glasses and amorphous solids are among the most ubiquitous and technologically useful of materials. In spite of this, however, they remain poorly understood, especially in comparison to what is currently known about the thermodynamically stable condensed phases of matter: liquids and crystals. In addition to the simultaneous lack of long-range translational order and stability to shear, glasses display two crystals. In addition to the simultaneous lack of long-range dynamically stable condensed phases of matter: liquids and crystals. In addition to the simultaneous lack of long-range

This, however, they remain poorly understood, especially in comparison to what is currently known about the thermodynamic and transport properties at very low temperatures that are markedly different than that of corresponding kinetic arrest and is no longer able to reach equilibrium, and characterized by a rapid change in slope of the thermodynamic variables such as entropy and molar volume and by a divergence of the viscosity. (The ability to make orders of magnitude changes in the viscosity with relatively small temperature change is of vital importance to the familiar art of glass blowing.) Despite recent progress, this transition remains an enigma.

At present no comprehensive microscopic theory exists that can describe the behavior of glasses over their entire temperature range. It is relatively well established now that the low temperature anomalous behavior of amorphous systems is due to the presence of disorder-induced localized excitations that coexist with and dominate the sound waves at low frequencies. The question then arises as to whether such localization also plays a role at higher temperatures. In this paper, we use the technique of instantaneous normal mode (INM) analysis on two model systems to explore the extent to which the concept of localization can be used to describe such systems at temperatures up to and above the glass transition temperature.
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localized vibration.\textsuperscript{11} Recent experiments also show a correlation between the nature of the glass transition and the relative concentration of TLS and the quasilocalized harmonic modes.\textsuperscript{14,15}

When a liquid is cooled beyond its equilibrium freezing point, there are two possible events that can occur. First, the liquid can crystallize. Second, if the cooling rate is fast enough that nucleation to the crystal does not occur, then at a certain temperature the supercooled liquid will undergo a transition to a glass. It is the existence of such a transition that differentiates a glass from other amorphous solids. The glass transition is characterized by a dramatic increase in the viscosity and a sharp, but not discontinuous, change in slope of the extensive thermodynamic variables such as $S$, $V$, $E$ (which remain continuous through the transition).\textsuperscript{16}

The glass transition differs from a true thermodynamic transition in that the transition temperature $T_g$ is not fixed, but is a function of the cooling rate. This implies that the glass transition is primarily kinetic in origin—at $T_g$ most relaxation processes are frozen out and the more stable crystal phase becomes kinetically inaccessible. However, the fact that experimentally there appears to be a definite lower bound for $T_g$ independent of the quench rate leads to the speculation that there is an underlying thermodynamics transition driving (or accompanying) the kinetic transition—this is currently a major open question.

Evidence from recent computer simulations on model glasses\textsuperscript{17,18} has also been used to support recent speculation of the existence, in some glasses, of a dynamical transition at low temperatures near the glass transition—it is this question that motivates the present work.

Evidence from recent computer simulations on model glasses\textsuperscript{17,18} has also been used to support recent speculation of the existence, in some glasses, of a dynamical transition at a temperature, $T_c$, above the glass transition temperature, where there is a change in the primary mechanism of diffusion for supercooled liquids from continuous flow to localized hopping. It has been argued\textsuperscript{19} that this transition represents a change from a dynamical response typical of liquids to one typical of glasses, and that as such, would be a more fundamental divide than the usually defined glass transition. In the extended mode-coupling theory,\textsuperscript{20} such a transition has been linked with the observed cross-over temperature in so-called “fragile”\textsuperscript{21} glasses, where the temperature dependence of the viscosity changes from non-Arrhenius to Arrhenius form, but the microscopic mechanism remains unclear.

As mentioned earlier, the anomalous behavior of disordered solids at low temperatures can be well explained in terms of the existence of localized excitations. It is then natural to inquire into the role that such localization plays at higher temperatures near the glass transition—it is this question that motivates the present work.

## III. INSTANTANEOUS NORMAL MODES

Instantaneous normal modes (INM)\textsuperscript{22–24} have become a useful tool in liquid dynamics and are defined in analogy to the more familiar normal modes. For an $N$-particle system at a given temperature $T$ one chooses a configuration (defined by a $3N$-dimensional vector of atomic coordinates, $\mathbf{R}_0$) from the trajectory at some time, $t_0$. As in standard normal mode analysis the total potential is expanded in a Taylor series about $\mathbf{R}_0$ to yield

$$\Phi(\mathbf{R}) = \Phi(\mathbf{R}_0) - \mathbf{F}(\mathbf{R} - \mathbf{R}_0) + \frac{1}{2} (\mathbf{R} - \mathbf{R}_0) \cdot \mathbf{K} \cdot (\mathbf{R} - \mathbf{R}_0) + \cdots,$$

where the $3N$-dimensional force vector, $\mathbf{F}$, and the $3N \times 3N$ dynamical matrix, $\mathbf{K}$ are given by

$$(\mathbf{F})_{i\alpha} = -\frac{\partial \Phi(\mathbf{R})}{\partial \mathbf{R}_{i\alpha}} \bigg|_{\mathbf{R} = \mathbf{R}_0}$$

and

$$(\mathbf{K})_{i\alpha,j\beta} = \frac{\partial^2 \Phi(\mathbf{R})}{\partial \mathbf{R}_{i\alpha} \partial \mathbf{R}_{j\beta}} \bigg|_{\mathbf{R} = \mathbf{R}_0},$$

respectively, where $i$ and $j$ are atomic indices and $\alpha$ and $\beta$ denote one of the Cartesian coordinates. Since the configuration is chosen from the trajectory of a system at nonzero temperature, it will in all probability not represent a global (or local) minimum of the potential energy surface. Therefore, unlike the case of standard normal mode analysis, the force vector cannot be assumed to vanish and the dynamical matrix is not necessarily positive definite. However, as in standard normal-mode analysis, diagonalization of the dynamical matrix to yield the instantaneous normal modes (eigenvectors) and the corresponding INM frequencies (the square roots of the INM eigenvalues) gives a description of the potential energy surface and short-time dynamics based on independent motion along the INM eigenvectors. Since the dynamical matrix can be nonpositive definite, the possibility exists to find negative eigenvalues which result in imaginary frequencies as well as the usual positive eigenvalues (positive real frequencies). In this respect, the configurationally averaged INM spectra can be viewed as giving a statistically weighted representation of the curvature of the many-body potential energy surface. For a given temperature and density, the normalized INM density of states (DOS) is defined as

$$\mathcal{D}(\omega) = \frac{1}{3N} \sum_{i=1}^{3N} \delta(\omega - \omega_i),$$

where the $(\cdots)$ represent a configurational average.

The INM DOS has been shown to give a good description of the short time dynamics as evidenced by calculations on the velocity correlation function (VCF).\textsuperscript{24–29} A major question that has been the motivation for much of the work on INM’s for supercooled liquids is the degree to which the INM spectra contains information about the long-time dynamics (diffusion) as well. This would seem to be a futile task, given the fact that a direct calculation of the VCF from the INM spectra diverges quite dramatically at intermediate
times. However, it has been shown that the frequency moments of the INM DOS can be used to calculate the exact \( t^2 \) and \( t^4 \) coefficients in the time series expansion of the VCF\(^{25} \) and that, given a reasonable ansatz for the functional form of the VCF, knowledge of these two coefficients alone is sufficient to obtain a reasonable value for the diffusion constant in simple systems.\(^{30} \)

In previous applications of INM analysis to supercooled liquids,\(^{21,24} \) the imaginary frequency modes were interpreted as representing motion over a barrier and were thus termed to be “unstable” modes. Similarly the real frequency modes were associated with motion in a potential well and were said to represent “stable” modes. Using a picture due to Goldstein\(^{31} \) and Zwanzig\(^{32} \) in which the liquid dynamics consists of vibration about some equilibrium position (stable modes) with periodic jumps over barriers (unstable modes) to new equilibrium positions, a variety of workers,\(^{24,25,27,33} \) have, with some quantitative success, developed theories showing the close relationship of the diffusion constant of a fluid to the fraction of unstable INM modes, \( f_u \), which can be easily calculated from the INM DOS.

As we showed in our previous paper,\(^{34} \) this view of supercooled liquid dynamics, although useful, is somewhat incomplete. First, not all of the imaginary frequency modes can be properly called “unstable,” since not all correspond to the system being near the top of a barrier, but are associated with the anharmonic shoulder of an otherwise single-well potential. As predicted by Keyes\(^{35} \) and demonstrated in the present work and Ref. 34 there is a cutoff imaginary frequency below which all imaginary frequency modes are stable. Second, the close relationship of the diffusion constant to the fraction of unstable modes must break down as the glass transition is approached since the fraction of unstable modes must break down as the present work and Ref. 34 there is a cutoff imaginary frequency modes were reported to be delocalized.

**IV. RESULTS FOR THE INVERSE-SIXTH-POWER SYSTEM**

For comparison to earlier work on the localization of normal modes at \( T=0^{0.7} \) and our previous work on INM localization,\(^{34} \) we will first discuss the results obtained for an inverse sixth-power repulsive potential

\[
v(r) = \epsilon \left( \frac{\sigma}{r} \right)^6.
\]

[In order to ensure that the potential vanishes smoothly at the chosen cutoff distance of \( r_c=3.0\sigma \), the actual potential used for the simulations was modified by the addition of \( A(r/r_c)^2+B \), where the parameters \( A \) and \( B \) were determined by requiring that both the potential and its first derivative are zero at \( r=r_c \). In what follows the standard reduced units will be used: \( r^*=r/\sigma \), \( \rho^* = \rho/\rho^* \), \( T^* = kT/\epsilon \), and \( t^* = (\epsilon/m\sigma^2)^{1/2}t \).]

The liquid and glass configurations were generated using molecular-dynamics\(^{37} \) (MD) simulations. Except where otherwise indicated, the system consisted of 500 particles held at constant temperature with a reduced density of 1.0 and a reduced time step of 0.02. For the liquid systems above the glass transition temperature, \( T_g \), the system was equilibrated at the desired temperature for 2000 time steps and configurations separated by 100 time steps were then extracted for INM analysis. For this reduced density, we estimate the \( T_g \) for this system to be between 0.05 and 0.08. This is lower than the estimate given in our previous paper\(^{34} \) and is based on a more detailed analysis of the diffusion constants as calculated from mean-squared displacement data generated at each temperature by molecular-dynamics simulation. Figure 2 shows the diffusion constant for a range of reduced temperatures between 0.09 and 0.3 as well as fits of this data to two functional forms that have been used to model such data: the Vogel–Fulcher (VF) form

\[
D = AT \exp\left[ -B/(T - T_0) \right],
\]

and a power-law form which is motivated by mode-coupling predictions\(^{39} \)

\[
D = C(T - T_c)^\alpha.
\]

The VF law is best fit with \( A=0.170, B=0.1387 \), and \( T_c=0.048 \). The power law fit gives \( B=0.237, \alpha=1.38 \), and \( T_c=0.078 \). The VF form is a better overall fit based on the \( \chi^2 \) value, but both are quite good. If we take the values of \( T_0 \) and \( T_c \) calculated in this manner to give lower and upper bounds for \( T_g \) we arrive at the range given above.

The glass configurations (below and near \( T_g \)) were created by quenching an equilibrated liquid to the desired temperature followed by an equilibrium run of 2000 steps. Once equilibrated, configurations separated by 100 time steps were used for data analysis. To ensure that the configuration space was adequately sampled, the quenching process was repeated after every five sampled configurations. The potential energy and radial distribution function were carefully monitored and those samples found to have undergone crystallization were removed from the data set. On the average, 80 configurations

\[
p_a = \left[ \frac{1}{N} \sum_{i=1}^{N} (\mathbf{e}_a \cdot \mathbf{e}_a) \right]^{-1}.
\]
were used for each temperature, to obtain the results shown. Figure 1 shows the average INM DOS as a function of frequency for several temperatures. (It should be noted that the bimodal appearance is an artifact of the Jacobian factor used in the transformation of the eigenvalues to frequencies.) As expected, the number of and average magnitude for imaginary frequencies increases with increasing temperature. Aside from this, no distinct change occurs that seems to signal that $T_g$ has been crossed. Since this indicates that the fraction of imaginary frequency modes does not vanish even well within the glass phase, the postulated relationship between these modes and the diffusion constant must break down at low temperatures.

As mentioned in the previous section, it has been shown that not all imaginary frequencies represent unstable modes. The imaginary frequency could simply be a consequence of an inflection point at the side of an otherwise single-well region of the potential surface. Motion along such modes would not lead to a change in equilibrium position (and, therefore, could not contribute to diffusion) and should, like the real frequency modes be classified as stable. Further, the imaginary frequency may represent a mode that is localized; consequently, any barrier crossed in this configuration space direction would not lead to continuous flow but, instead, represents local rearrangement, which could still lead to diffusion, but only by a local hopping mechanism. We then divide the imaginary frequency modes into three relevant categories: stable modes, unstable localized modes, and unstable extended modes. Thus the role of localization is very important in understanding the diffusive processes in the supercooled liquid which in turn are significant in understanding the approach to the glass transition.

Localization can be quantified using the participation ratio defined in Eq. 5. Figure 3 shows the configurationally averaged INM participation ratio, $p(\nu)$, as a function of frequency for the same temperatures as shown previously for the inverse sixth DOS. Once again, the imaginary frequencies are shown as negative frequencies.
In order for us to classify the modes as extended or localized, we need to establish the critical value of the participation ratio, $p_c$, below which a mode can be considered to be localized. This requires an analysis of the system size dependence of the participation ratio. Truly localized modes will scale inversely with system size, whereas, extended modes would show little, if any, size dependence. We can use this property to determine the value of $p_c$. For $T^* = 0.08$ which is our upper bound for the glass transition temperature, Fig. 4 shows the participation ratio for 5 system sizes: $N = 128$, $500$, $864$, $1024$, and $1458$. In this figure, we see that the participation ratio begins to become size dependent at a critical participation ratio of about $p_c = 0.40$ for a 500 particle system. It should be pointed out that for localized modes the participation ratio should be ideally a monotonically decreasing function of system size. While this is true for the lowest values of $i\nu$ in Fig. 4, it is not true at some of the higher $i\nu$ values where there is still significant size dependence of $p$. For example, at $i\nu = 0.28$ we see that $N = 128$ is out of order. The reason for this is that the $N^{-1}$ scaling for localized modes is only valid when the system is much larger than the typical spatial extent of the localized modes at that frequency, thus, these results indicate that the size of the atomic clusters that make up the localized modes increases as one moves toward the center of the band. A more accurate determination of localized-to-extended crossover frequency (the “mobility edge”) would require further analysis using much larger systems.

Determination of the stability of imaginary frequency mode requires examining the energy profiles of each INM (labeled $\alpha$)

$$E_\alpha(\lambda) = \Phi(\mathbf{R}_0 + \lambda \mathbf{e}_\alpha),$$

where $\Phi$ is the total potential, $\mathbf{R}_0$ is the $3N$-dimensional configuration vector, $\mathbf{e}_\alpha$ is the eigenvector for mode $\alpha$ and $\lambda$ is a parameter that varies over a predefined range and is used to advance the configuration of the system in the direction indicated by the eigenvector. Obviously, if $\lambda$ is too large, the system is too far away from the initial configuration and the INM mode picture is not reliable. However, we only need a very local picture to determine the stability of a mode. In Figs. 5(a), 5(b), and 5(c) are three different potential profiles for a temperature of 0.08 which are typical for all temperatures near $T_g$ and represent an unstable mode, a stable imaginary frequency mode, and a stable real frequency mode, respectively.

Once the profiles for all modes have been generated and analyzed, it is possible to calculate separate densities of states for all types of modes. Figure 6 shows the unstable

FIG. 5. Potential profiles of $E_\alpha(\lambda)$ vs $\lambda$ generated from MD simulations on the inverse sixth system (at a temperature of 0.08): (a) A localized unstable mode; $p(\lambda) = 0.184$; $i\nu = -0.269$. (b) A stable imaginary frequency mode; $p(\lambda) = 0.425$; $i\nu = -0.136$. (c) An extended stable real frequency mode; $p(\lambda) = 0.576$; $i\nu = 0.236$.

FIG. 6. The inverse sixth unstable-mode density of states for a variety of temperatures. As expected, we see that the number of unstable modes increases as the temperature increases.
mode DOS at various temperatures. Figure 7 shows the DOS for the imaginary frequencies and the corresponding unstable mode DOS for $T^* = 0.20$. Using this energy profile data and a threshold of $p_c = 0.40$ as a criterion for determining whether a given mode is localized, along with our profile data, we obtain the results shown in Fig. 8, where we show the fraction of the various mode types (imaginary frequency, unstable localized, and unstable extended) plotted as a function of reduced temperature. The most notable feature of this plot is that below a reduced temperature just above 0.08 the fraction of extended unstable modes becomes zero and all unstable modes are labeled as localized. Figure 9 shows the same plot with $p_c = 0.375$—here, the qualitative behavior is the same with a slightly lower value for the critical temperature below which all unstable modes become localized. This provides an explanation for the observation that below $T_g$ there is no diffusion even though the overall fraction of unstable modes is nonzero. Below the critical temperature, diffusion could only proceed via a series of localized hops. When extended localized modes appear at higher temperatures then a continuous flow mechanism for diffusion would be possible.

The dependence of the INM DOS on temperature and frequency contains information as to the distribution of barrier heights in the many-body potential surface (“energy landscape”). In a recent paper, Keyes has examined the functional form of the imaginary frequency branch of the INM density of states. For a Lennard-Jones system with $\sigma^2 = 1.0$ this part of the DOS was found to be well fit by

$$D(\omega) = 2\omega A \exp(-B\omega^4/T^2),$$  \hspace{1cm} (10)

where $A$ and $B$ were found to be nearly constant. This form corresponds to a Gaussian distribution for the negative eigenvalues of the dynamical matrix. Vijayadamodar and Nitzan have examined data for an LJ fluid at a lower density and found that this data was better fit by

$$D(\omega) = 2\omega A \exp(-B\omega^2/T).$$  \hspace{1cm} (11)

We have analyzed our distributions for the inverse sixth-power potential at a variety of temperatures at fixed density and found that the low temperature data near $T_g$ and $T_m$ was best fit by Eq. (10) while at higher temperatures well into the liquid phase the Vijayadamodar form [Eq. (11)] was better.

To illustrate this in Fig. 10 we plot $I = \ln[D(\omega)/2(2\omega)]$ vs both

![FIG. 7. The inverse sixth density of states (at a temperature of 0.20) for the imaginary frequencies and the corresponding unstable modes. As expected, the unstable mode density of states is of lesser area than that of the imaginary frequencies for a given temperature.](image1)

![FIG. 8. Fraction of modes [$p_c(\nu) = 0.40$], for temperatures simulated on the inverse sixth system. Shown are the fractions $f$ for the imaginary frequency modes, all unstable modes, extended unstable modes, and finally the localized unstable modes.](image2)

![FIG. 9. Same as previous figure except with $p_c(\nu) = 0.375$.](image3)
\( \omega^2 \) and \( \omega^4 \) for both \( T^* = 0.2 \) and \( T^* = 1.0 \). At the lower temperature which is slightly above the melting temperature, \( I \) is linear in \( \omega^2 \) (Keyes form) whereas at the higher temperature \( I \) is linear in \( \omega^4 \) (Vijayadamodar form). This is consistent with the previous results since the Vijayadamodar data was also deeper into the liquid part of the phase diagram than was the data of Keyes. This implies that the underlying potential barrier distribution is qualitatively different at low temperatures (high densities) near the glass and melting transitions than at high temperatures (low densities). One could speculate that this difference is due to the fact that the distributions at low temperatures are dominated by local barriers which might be expected to have a different distribution than the extended barriers that dominate the high temperature spectrum. In fact, we have shown\(^{39} \) that the Keyes form is obtained when one calculates the INM density of states using the potential distribution postulated in the soft potential model of Karpov \( et \ al. \),\(^ {11,13} \) for the low-frequency excitations in amorphous systems. Certainly more work needs to be done to more closely examine this question.

One of the most important quantities in the estimation of barrier crossing rates is the curvature at the top of the barrier. Since higher barriers must exist, this observation implies that the INM procedure is “fragile” in the sense that a barrier is detected only when the system is near the top—i.e., the averaged INM spectra contains only those barriers which can be easily crossed at a given temperature. This result implies that, for the unstable modes, the INM DOS gives a relatively good estimate of the distribution of barrier-top curvature—a fact that should prove useful in using INM spectra to calculate transport properties.

V. RESULTS FOR A LENNARD-JONES SYSTEM

To make contact with the recent results of Keyes,\(^ {35} \) we also collected data for a Lennard-Jones system and will briefly summarize them here. The potential was shifted in the same manner as for the inverse sixth-power system using a cutoff of \( r_c = 2.5 \sigma \). The same techniques that were used to obtain the previously discussed data were implemented here as well.

At a reduced density of 1.0, the glass transition was estimated by Keyes\(^ {35} \) to be at a reduced temperature of about 0.33–0.35. Figures 12 and 13 show the DOS and participation ratio, respectively, for several temperatures on either side of the transition—it was not possible to get data very close to the transition due to the high probability of crystallization. Here, we see the same trends as before. Figure 14 shows the unstable mode DOS for several temperatures while Fig. 15 plots the unstable modes DOS, along with imaginary mode DOS, for a temperature of 0.50. Figures 16
and 17 show the fraction of the various mode types using \( p_c = 0.40 \) and 0.375, respectively. Here, we assume that the appropriate \( N = 500 \) participation ratio for onset of localization is the same as for the inverse-sixth-power system. Again, we see that below about \( T = 0.35 - 0.4 \), all unstable modes become localized. This is consistent with the value obtained for \( T_g \), from extrapolation of diffusion data, by Keyes for a Lennard-Jones system with \( \rho^* = 1.0 \).

VI. CONCLUSION

In this work we have obtained two results concerning the structure of the trajectory-weighted potential energy surface of supercooled liquids and glasses as represented through the INM spectra. First, not all imaginary frequency modes can be termed to be unstable and are not associated with barriers. Second, once these stable imaginary frequency modes have been eliminated from the spectrum leaving only true “unstable” modes which are associated with barrier crossing, the unstable modes can be classified as localized or extended. As is usual in localization studies of random materials localization is confined to the edges of the DOS. The boundary between localized and extended regions of the spectra is called
the mobility edge. We have shown that as the temperature is lowered and the INM spectra shift toward real frequencies, the mobility edge crosses the boundary between stable and unstable modes. This indicates that there exists a temperature below which all unstable modes become localized. From our analysis this temperature is closely associated with the glass transition and we speculate that it is the origin of the proposed change in the mechanism of diffusion in fragile glasses at a temperature slightly above $T_g$.

In order to further examine the validity of this hypothesis, much more work needs to be done. First, systems of larger size should be investigated in order to get more accurate results for the “mobility edge” frequency separating localized and extended modes. Second, the relationship, if any, between the present results and the predictions of mode-coupling theory\textsuperscript{19} needs to be explored since both are speculated to describe the origin of the crossover temperature in “fragile” glasses. Also, the INM analysis should be repeated for systems that do not display fragile behavior; i.e., strong glass formers such as SiO$_2$. If the localization transition discussed here is indeed the origin of the crossover temperature in fragile glasses, then the results of an analysis of the unstable modes for strong glass formers should give qualitatively different results than those presented here. Such studies are currently underway.
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